Predicting Recovery of Credit Operations on a Brazilian Bank.
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Abstract—This article presents a study conducted in a Brazilian bank, in order to assist the institution account managers in the approach to customers with loans in arrears. This approach is carried out to propose alternatives to customers return to timely payments situation, but the efficiency of this approach is small, accounting for only about 6.8% of customers. A predictive model, using classification was used to help identify customers with the most potential to return to a normal situation, reaching a 85.5% accuracy rate with the winning algorithm, Gradient Boosting Method. It was implemented in the integrated Platform H2O with R language, exploring the grid mode and parallel processing models advantages.

I. INTRODUCTION

Since January 2015[1], we have seen a drop in credit supply and rising defaults in Brazil, resulting from decreases in economic activities and investor confidence. According to Brazil’s Central Bank (BCB), credit operations for individuals are those that have shown the highest growth of default, from 5.1% in December 2014 to 6.7% in April 2016, a proportional increase of 31%. Figure 1 illustrates the gradual growth occurred in this period.

Related to this issue, there are several studies that qualify customers due to the credit risk they represent, separating them into groups of good or bad payers. However, once the bad debt occurs, there has been little research on classifying the possibility of these bad payers becoming good payers again [5].

This study was conducted on a bank with one of the highest loan portfolio of the Brazilian National Financial System (SFN). Although having a lower default rate than the numbers SFN described above, this bank also showed an increase in the event of default on individual credit operations.

Credit analysis are used for the granting of credit, using models that minimize the occurrence of default in operations. But once we found the default, the traditional action is to deny new lines of credit to these borrowers.

Due to the increase in observed default, there has been intensified actions to offer to this customers alternatives to return to normal condition of operation. The contacts were made by their account managers.

In the first months of using this approach, a major operational difficulty was detected: the small amount of customers that an account manager could contact and offer his service. In addition, it was observed that a significant part of customers did not have conditions to renegotiate his/hers operations, thus making inefficient performance of the account manager.

It is also important to note that several customers could have returned to the non-default condition, but they did not know the alternatives that were available to them.

So, this study was designed to support the account managers of this bank, in order to inform them a list of customers that are most likely to recover from default.

Therefore, the main objective of this study was to apply data mining techniques to predict which credit operations could return to a non-default situation. Models were developed using Generalized Linear Models (GLM), Gradient Boosted Methods (GBM), and Distributed Random Forest (DRF) and then compared. This comparison was made using the AUC and the PCC indicators, which will be explained on section III.
The models were developed using the R language and H2O platform of data mining, considering its parallel processing capabilities. Further details on section III.  

This paper is organized as follows: Section II presents the credit scoring state of the art. Section III presents the methodology used in this study. Section IV presents the results given, the models learned as well their evaluating. Section V presents the conclusion and future work.

II. STATE OF THE ART

The default numbers observed in Brazil, from December 2014 to April 2016, indicate that financial institutions need a tool to support their credit granting decisions. Credit scoring models are an estimate based on the likelihood that a customer will present some undesirable behavior in the future.

Lessmann et al. [6] in a paper published in 2015, conducted a study evaluating 41 publications on the award of credit since 2006, all of them using classifiers to categorize customers as good or bad payers. These works were organized into three categories of classifiers: Individuals; homogeneous ensemble; and heterogeneous ensemble classifiers.

Six databases were used to verify the performance of each of the 41 models proposed, evaluating them from the standpoint of 6 indicators: area under the receiver operating curve (AUC), percentage correctly classified (PCC), partial Gini index, H-measure, Brier Score (BS) and Kolmogorov-Smirnov (KS).

AUC represents how well classified your data were, regardless to its distribution or misclassification costs.[8]. The PCC is an overall accuracy measure, it indicates the percentage of outcomes that were correctly classified [4].

At the end of this comparison, it was shown a ranking indicating that the ensemble heterogeneous algorithms had presented better overall performance. However, the difference in performance between the three categories proved to be very small. Considering the simplicity of the others algorithms, these could be used and they would provide similar results than those provided by more complex algorithms.

The detailed table I presents the results of the benchmark, bringing new performance references and recognition of new algorithms. As seen in this table, the HCES-Bag algorithm obtained the highest AUC result, while the AVG W and GASEN algorithms achieved 80.7% of PCC.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCES-Bag</td>
<td>0.932</td>
<td>80.2</td>
</tr>
<tr>
<td>AVG W</td>
<td>0.931</td>
<td>80.7</td>
</tr>
<tr>
<td>GASEN</td>
<td>0.931</td>
<td>80.7</td>
</tr>
<tr>
<td>RF</td>
<td>0.931</td>
<td>78.9</td>
</tr>
<tr>
<td>BagNN</td>
<td>0.927</td>
<td>80.2</td>
</tr>
<tr>
<td>Boost</td>
<td>0.93</td>
<td>77.2</td>
</tr>
<tr>
<td>LR</td>
<td>0.931</td>
<td>70.84</td>
</tr>
<tr>
<td>LDA</td>
<td>0.929</td>
<td>78.4</td>
</tr>
<tr>
<td>SVM-Rf</td>
<td>0.925</td>
<td>79.9</td>
</tr>
</tbody>
</table>

1H2O is an open source machine learning platform, available at www.h2o.ai
2For more details on the others indicators,[6]

III. METHODOLOGY

This study followed, where applicable, the phases of the data mining process proposed by the Cross Industry Standard Process for Data Mining (CRISP-DM): Business Understanding, Data Understanding, Data Preparation, Modeling, and Evaluation.[3]

The Business Understanding phase was already covered in the introduction section I. The Deployment phase, the last one of the CRISP-DM, was not performed because this study is still in its initial state and, as later demonstrated in this paper, will still be refined before being applied to the institution’s credit recovery process. The following subsections will present the others phases of the CRISP-DM.

A. Data Understanding

For this study, three data bases were used. The database (i) contained a sample of 22,764 transactions that were late in February 2016, containing variables related to the data of the contracting of credit operations, such as date of hire, time of the operation mode of the credit operation, operation risk, contracted amount, outstanding balance and amount of days in arrears, totaling 38 variables. The second database (ii) contained the status of every existing transaction in the database (i) and also the number of days with overdue operation verified in March 2016. The database (iii) was composed of 158 variables with demographic and financial information of all the clients listed in the database (i), also obtained in February 2016.

All three databases were extracted from the Data Warehouse (DW) of the institution, containing integrated and validated data without missing values and with data integrity assurance.

The variables were not individually identified in this study because the bank considered them confidential. Hence, only their categories were mentioned.

B. Data Preparation

As the data sources are from the DW, data preparation activity was reduced to developing a single database containing the 196 variables, resulting from the joint database (i), (ii) and (iii), and by creating new variables. These new variables were transformed with the following characteristics:

- Composed primary keys: have been identified and each of these keys has been transformed into a single variable of type factor.
- Date type fields: the ones in which the interest was in the period of time between the date the event occurred and the time being of this study (February 2016) were transformed into numerical variables, representing that period time.
- Target variable: a binomial categorical variable was created, containing the value 1 for the operations that reduced the delay and 2 for those that have maintained or increased the number of days overdue, comparing databases (ii) and (i).
C. Modeling

Three models were developed to be compared and then one was chosen as the best model to be used in generating support information to account managers. At first, the models were being processed in the software R. However, considering the large amount of variables (196), processing the data was taking too long and that was compromising the efficiency of the study. So, the platform H2O was used, integrated with R, to explore the grid mode and parallel processing models. The grid allowed to combine different parameters to build different models. The parallel processing allowed those models to be built at the same time. This efficiency increase made it possible to build more models, with better tuning parameters.

By using the R language, integrated with H2O platform, the following algorithms were used:

- GLM - Generalized linear Modeling
- GBM - Gradient Boosting Method
- DRF - Distributed Random Forest

Generalized Linear Models are similar to linear regression, only it’s more flexible for it doesn’t requires normal distribution to the errors. It estimates models for outcomes from the Exponential family and is used for both regression and classification. fits really well to large data sets. GLM fits really well to large data sets and is very popular because of its easy interpretation and its speed, even when used for data sets with great number of columns. [7]

The Gradient Boosting Machine is used for predictive results for regression or classification. It is an ensemble of tree models and provides considerably accurate results. GBM applies weak classification algorithms to incrementally changing data, creating that way a series of decision trees. It is robust, not implying any distribution to the data, and because of that it is considered one of the best choices for many users for it requires little adjustments. [7]

Distributed Random Forest, just as GBM, is an ensemble of tree models, which each tree is de-correlated from all other trees. [7]

D. Evaluation

The evaluation of the models was performed using the two indicators analysis: Area Under Roc (AUC) and Percentage True Correctly Classified (PTCC). PTCC is a adaptation of PCC indicator (II), considering only the percentage of true positives classified.

IV. RESULTS

In this section, we will present the results in each phase carried out during the study, as mentioned in Section III.

A. Data Preparation

Using the feature engineering technique has identified the need to create three new variables were performed and the following steps to generate the database that was used for modeling:

- Database (i) - A new variable was created to replace two variables representing the mode of the original contract for the operation, which was represented by a composed primary key in the operational system of the institution. Furthermore, the variable representing the date of the contract was transformed into a variable to indicate the lifetime of the contract.
- Database (ii) - A new variable was created to replace two variables that together represented the profession pursued by the individual customer contracting the operation.
- Target Variable - This variable was created to indicate that the operation had returned to normal after 30 days. This variable was called Delay Reduction Index (DRI), containing the value 1 to indicate that there was a reduction in delay and 0, to indicate that the delay had increased or remained the same.
- Final Database - Carried the junction of databases (i), (iii) and the target variable, with 22,764 records and 199 variables.
- The database was partitioned into 2 parts, one for training and the other for validation at a ratio of 80:20. Table II shows the composition of each partition.

The initial analysis of the data, it showed that out of the total of 22,764 operations that had late payments, only 1,548 returned to a regular situation, which represents only 6.8% of the operations. That required a special attention in development of the predictive model, considering it features a case of imbalanced classes. Brown [2] has demonstrated that GBM and DRF perform well even in those cases. On the other hand, Verbeke [8] affirms that classification techniques perform best with balanced classes, over/under-sampling the data. It was decided to under-sample the training partition of the data, not altering the validation partition.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>PARTITIONING THE DATABASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partition</td>
<td>DRI=1</td>
</tr>
<tr>
<td>Train</td>
<td>1.232</td>
</tr>
<tr>
<td>Test</td>
<td>316</td>
</tr>
<tr>
<td>Total</td>
<td>1.548</td>
</tr>
</tbody>
</table>

B. Modeling

Three predictive models were developed using the H2O platform accessed through the R language, using the algorithms GLM, GBM, and DRF. The results are detailed in the following sections.

1) GLM - Generalized Linear Modeling: This algorithm was implemented with 10-folds cross validation. The use of this validation technique was reproduced in other algorithms used.

The GLM algorithm obtained AUC = 0.956881 with 10-fold cross-validation. The PTCC obtained by analyzing the successes of the class of interest (DRI = 1) reached 63.63%, as shown in Figure 2 and Table III.
C. GBM - Gradient Boosting Method

The first results showed that GBM algorithms had a much performance than the others. Then, a grid of parameters was chosen and applied to it. The parameters used were:

- maximum trees: 100, 500 and 1,000.
- maximum depth: 5, 7 and 10.
- stopping tolerance: 0.001

The best model was built with 10-folds cross validation, maximum 500 trees and 7 maximum depth of them.

The GBM algorithm obtained AUC = 0.982650 with 10-fold cross-validation and PTCC for the class of interest reached 84.65%, as shown in Figure 3 and Table IV.

D. DRF - Distributed Random Forest

This algorithm was implemented with 10-folds cross validation, maximum 500 trees and 7 maximum depth of them.

The GBM algorithm obtained AUC = 0.978096 with 10-fold cross-validation and PTCC for the class of interest reached 61.60%, as shown in Figure 4 and Table V.

E. Comparison of Results

All three models generated had a high evaluation result of the ROC curve. However, considering the classes were imbalanced, we cannot use this indicator alone. The large number of hits from the majority class, which is not the class of interest, leads to biased results.

Therefore, it is necessary to evaluate the second indicator, the PTCC, pointing accuracy level in the class of interest. In assessing this aspect, it is possible to realize a greater variation between the three models, ranging from 61% to 84%, with the best result obtained by the GBM algorithm. Table VI shows the comparison of the results obtained by the three models, where it is clear that the GBM algorithm achieved better performance in all metrics used.
TABLE VI
COMPARING MODELS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC</th>
<th>PTCC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLM</td>
<td>0.956881</td>
<td>63.63</td>
</tr>
<tr>
<td>GBM</td>
<td>0.983650</td>
<td>84.65</td>
</tr>
<tr>
<td>DRF</td>
<td>0.978096</td>
<td>61.60</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The aim of this study was to identify those delinquent clients that possessed the highest probability of short-term recovery, to support the activities of Account Managers, increasing the efficiency of their approach with customers.

Although it was inspired by the study of the state of the art of credit score models, if failures occur in the classification, there is no financial penalty, since the credit operations are already late. In theory, the errors only decrease the performance of Account Managers.

In comparison between the algorithms, the GBM showed a better performance in both indicators calculated, making the candidate to be chosen for implementation and integration with bank’s operating systems.

The percentage of customers who can return to timely payments proved to be close to 6.8%. By using the proposed predictive model, the account managers may increase the efficiency of the approaches made to customers, considering the PTCC index of 85.5%, bringing gains to the credit recovery activity.

The performance indicators obtained in this study cannot be directly compared with Lessman [6], since different databases were used in each study. However, because they have close performances in AUC and PCC indicators, we can say that the model is suitable for use in the bank.

A. Future Works

This was just an initial study, which can be further enhanced with the use of other predictive modeling techniques, such as using ensemble learning, both homogeneous and heterogeneous.

In addition, there is a chance that the behavior of lower default rates have a seasonal behavior, over a year, due to situations that occur with expenses that are held on fixed dates a year, such as taxes, school fees and also seasonal variations in income receipts. So, it is indicated the continuity of this work developing predictive models for different times over a year.
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